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ABSTRACT

This paper explores data mining techniquein health care. It analyses data mining task on the database of
some available doctors in Jaipur city. The database shows preference of different set of doctors who
perceives and give importance to the effectiveness of drug while prescribing it to the patient. In this
paper, classification method analyses the result of effectiveness of drug factor using data mining tool
“WEKA”.
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INTRODUCTION

Data mining is a process of analyzing data from the databases and extracting hidden information from
large data sets and thus summarizing into useful information. It is a tool for analysis of data from large
databases and can predict future trends and behavior, allowing business to make proactive, knowledge
driven decisions. Data is a raw fact and figures which can exist in variety of forms whereasinformation is
processed data which is valuable as it can affect behavior, a decision or an outcome of the data. Information
includes patterns, associations, and relationships of data and knowledge is processed information. Data
mining is an advanced analysis step of Knowledge Discovery Process (KDD). Knowledge discovery process
is defined with stages: selection, preprocessing, transformation, data mining, interpretation or evaluation.
Data mining is mainly implemented on hardware and software platforms. Initially there are large
databases stored at different places and analyzing those data becomes a tedious task. Then this evolution
of data mining has taken place which can analyze these business data using various data mining techniques.

LITERATURE SURVEY OF THE PROBLEM

Various discussions had taken place on the type of medicines or drugs which doctors provide to the
patients. Quality of drug recommended by the doctor is one of the important factors for the treatment
and cure of any diseases. A survey of various demographic profile of the doctors of Jaipur were studied
who were asked to rate the importance attached to the effectiveness of drugs before prescribing drugs to
the patient. The Likert scale was divided into five parameters ranging from highly important to not at all
important (ratings: highlyimporatant-5,important-4,neutral-3,not very important-2,not at all important-
1). This paper focuses on categorization of doctors who gives weightage to this factor.

WEKA AS A DATA MINER TOOL

In this paper we have used WEKA, a data mining tool for classification. Weka stands for Waikato
environment for knowledge learning, is a computer program that was developed at the University of
Waikato in New Zealand. This application is completely written in Java and is compatible with almost
every computing platform. Weka contains data mining tools for data pre-processing, classification,
association, clustering, regression, association rules and visualization and provide outstanding results.
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Data set can be loaded in Weka in ARFF (attribute relation file format) format. We can also convert CSV
(comma delimited) format into ARFF format.

CLASSIFICATION IN WEKA

Classification is a data mining that categories item from a collection to target classes. The goal of
classification is to accurately predict the target class for each case in the data. WEKA Explorer is used to
perform data classification using the following classification methods with default parameters: 1)ZeroR;
2)Naive Bayes Simple 3) Id3; and 4) J48. For each method on every data set, use the following evaluation
methods (“Test options” in the “Classify” window of the WEKA Explorer): a) “Use training set”; b) “Cross
validation” with 10 folds; and ¢) “Percentage split” set to 66%. Classification is a data mining method
that categories items from a collection to target classes. The goal of classification is to accurately predict
the target class for each case in the data.

SIMPLE CLASSIFIER:ZERO-R
e Itdetermine the most common class or the median(in the case of numeric value).

e Thisalgorithm tests wellness of the class predicted without considering other attribute.

e Itcan be used as a lower bound on performance

EXPERIMENTS AND RESULTS
(a) Use data records as ARFF file format by converting from CSV format. jaipurdoctors.arff file is
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File Emt Format View Help

@relation jaiPurdoctors] a

gattribute srno numeric

@attribute name string

@arrtribute ace {1,2,3,4,5,6}

@attribute cender {1,2

@Battribute sPec1al1ty {GP, Gynae Paed1atr1cs ,oPthalmoloGy,Psychiartry,neuroloGy,cardioloGy}
@attribute specialitycoding {1,2,3,4,5,6,7}

@attribute YearsofPractice {1,2, 3 4,?,6;

@attribute EmPloymetstatus {1,?11}

@Battribute city {Jaﬂpur}

@attribute citycodinG {1}

@artribute effectivenessofdruc {1,2,3,4,5}

@attribute DruGdeliverymode {1,2,3,4,5}

@attribute Recommendeddoseschedule {1,2,3,4,5}

@attribute PackaGinGQualityandshelflife {1,2,3,4,5}
rarTribute Pa1atab111t¥ {1,2,3,4,5}

@attribute SafetyProfile {1,2,3,4,5}

fartribute usFDaapprovalstatus {1,2,3,4,5

Gartribute Prev1ousexper1encew1ththedruc 11,2.3.4

@attribute PeerGroupP/ FraternltnyUlleaGUEdeVIQE {1 2,3,4,5}
@attribute RADS tatusofthecumpany {1,2,3,4,5}

@attribute sharingoffeedbackofresearchby comPang {1,2,3,4,5}
Battribute TlUbtU"lhELUdeHyNEd1L1HE {1 2,3,4,5}

@attribute Costtothepatient {1,2, 5}

@artribute reimbursed/ Lnsurancestatusofthepat1ent {1,2,3,4,5}
@attribute EducationlevelofthePatient {1,2,3, 1.3}

@arrribute Financialstatusofthepratient {1 4,5}

@attribute rRappPotofMRwithyou {1,2,3,4,5}

@arrribute MrPersonalitytraits{communication/courtesy/Presentationskills) {1,2,3,4,5}
marrrihure MEsPraductknowledee §1.2.3.4.51
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Fig: 1 Attributes of doctors in jaipurdoctors.arfffile

@attribute FinancialstatusoftherPatient %1,2,3,4,5}
@attribute RaPPotofMRwithyou {1,2,3,4,5

@attribute MRPersonalitytraits{communication/courtesy/Presentationskills) {1,2,3,4,5}
@attribute MRsProductknowledce {1,2,3,4,5

@attribute Phy51cianssamPEesPrnv1dedb¥MR {1,2.3.4,5]

@attribute pistributionofbrouchersandleaflets {1,2,3,4,5}

@arrribure academicsronsorshipservices {1,2,3,4,5}

@arttribute availabilityofthedrucinthemarker {1,2,3,4,5}

@attribute informationreceivedthrouchm.r.s {1,2,3,4,5}

@attribute Throuchscientificlournals {1,2,3,4,5}

@attribute ThrouGhScientificMedicalSocieties {1,2,3,4,5}

@attribute ThrouGhInternet {1,2,3,4,5}

@attribute ThrouGhColleaGues {1,2.3,4,5;

@attribute HowoftendoyouPrescribeadruGwhichcomesunderDruGspriceControlbyNationalDruGPricea
@attribute HowoftendoyouPrescribeanoTCdruc? {1,2,3,4,5} -
@artribute Howofrendoyouprescribeabrandrequestedbytheparient? {1,2,3,4,5}

@attribute TowhatextentdoyouaGreethatsomeofthedoctorsareinfluencedbythepersonalised/custom
@attribute Towhatextentdoyouacreethatcenericdrucsareequal lyeffectiveandhavesamequalityasco
@Battribute TowhatextentdoyouaGreethatadministrationshouldnotrestrictavailbilityofbrandsyou

Ll

@data

1,"tr joshi",6,1,Gynae,2,6,1,jaiPur,1,5,4,5,4,4,5,4,4,3,4,3,3,4,4,4,4,4,4,2,2,2,3,4,4,4,3,
2,"surendra”,5,1,6p,1,5,1,jaipur,1,5,5,5,5,5,5,5,4,4,3,5,4,4,4,4,4,2,2,4,2,2,4,4,2,5,5,5,5
3,"pc kapri",5,1,Gynae,2,5,1,jaipPur,1,5,5,5,5,5,5,5,4,4,5,4,4,4,3,4,4,2,2,4,2,2,2,2,4,5,5,
4,"m",4,2,Gynae,2,4,1,jairur,1,5,5,5,5,3,5,4,3,1,3,3,2,2,3,2,2,2,1,3,1,5,1,4,3,5,5,5,3,4,2
12,"rohit bansal”,1,1,6p,1,1,2,jaiPur,1,5,4,4,5,4,5,5,4,3,4,4,4,4,5,5,5,3,4,4,3,3,4,5,4,5,
13,"vinod",4,1,6P,1,3,1,jaifur,1,5,5,5,4,4,4,5,5,4,3,5,4,5,2,5,5,3,2,2,2,2,5,5,4,5,5,5,4,5
14, "da 3]",5,1,0Ptha1m0105 ,4,4,2, E%PUF,1,5,4,4,4,5,5,4,11,3,4,4,4,4,4,4,4,2,2,2,2,2,4,4,4
15’:5k'ESJI,Faedjatr1c5,3. .1,j@1Eur*1.5.4,5,4.4.4,4.4.3,d.4.4,5,d.4.4,2,2.2,2,2.4.4,4.4.4

Fig: 2 Data of doctors in jaipurdoctors.arff file

&2 Weka Explorer ‘
Preprocess | Classify | Cluster

A P e
Open file. .. [ openumL... |[ oOpenDe... |[ Generats... | Uredo [ Edhit. .. d

Selected attribute
Type: Numeric

| Relation: jaiPurdectors Mame: srno
Instances: 132 Attributes: 44 Migsing: O (0%) Distinct: 132 Unique: 132 (100%:)
Attributes | Statistic Value
| Miirvirmurm i
[ Al J l Mons ] l lovwert J | Patieen | | Maodmum 323
|Mean 307.939
| StdDev 119. 725
|
- |
4| jcender [ Class: TowhatextentdoyouaGres thatadministrat,.. — || Visuskze Al
5| |sPeciality . - |
Il |sPecialitycodnG
7| [YearsofPractoe (1]
8| |[EmPloymetstatus
gl |eity
10 |dtycoding
11| [EffectivensssofdruG
12| [DruGdeliver ymmode i

Fig: 3 Loading of Data into WEKA
(b) Load the jaipurdoctors.arff file into WEKA
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(c) Select the classification tab in WEKA explorer and with the help of ZeroR (Majority Predictor)
algorithm following output will be

Weka | (5D (e
va A= il s AAs S = ; SR N S ———
| Preprocess | Classify | Cluster | Associate | Select attributes | visuakze |
Classifier
ZeroR
Test options Classifier output
) Use training set TawhatextentdcyuuaGrcc:ha:Gentri:druG:arcequallye!f:; Ai
4 i e TowhatextentdoyouaGreethatadministrationshouldnotres
© Supplied test set i Test mode:10-fold cross—validacion
@ Cross-validation Folds 10
) Percen ephit % [s6 mem Classifier model (full training set) mem
| More optons... ] ZeroR predicts clasa wvalue: 5
” (Nom) Effectivenessofdrus o l Time taken to build model: 0 seconds

=== Stratified crosa-validatcion ===
= SUNRALY ==

13:03:17 - rules. ZeroR Correctly Clasaified Inscances 128 96.9697 |5
Incorrectly Classified Instances 4 3.0303 %
Kappa atatiatic ]
Maan absolute error 0.03586
Root mean squared error 0.1101
Relative abaclute error 100 L
Root relative sgquared error 100 %
Tortal Humber of Instances 132 | =
< | n ] v

Fig: 4 (a) Classification Output of WEKA

OWeatpions™ * W T TR T W W T s s B e

Preprocess| Classfy | Cluster | Associate | Select attributes | visualize|

Classifier

(o

Test options Classifier output
- i """ "IEIHIFIW"MIEII I 7 4T k]
Y g Total Husber of Inatances 132

) Supphed test st Set...

@ ; ; Folds |10 === Decailed Accuracy By Class ===

) Pergentage spht % |66 TF Rate FF Hate Frecision Fecall F-Msasure ROC Are:

- 0 0 ] ] ] 7

Mare apbans...

I | /] ] i 1] /] ]

I 0 0 1] 1] 0 7
’IE {MHom) EffectivenessofdruG - o 0 0 0 o 0.191
, 1 1 0.97 1 0.885 0.181
~ Stop Weighted Awg.  0.97 0.97 0.94 0.97 0.855 0.191

Result list {right-cick for options)

. === (onfusion Matriy ===
15:18: 20 - nules. ZeroR

a b c d e «== classified as
o o o o 0] a=1
6 0 o 0 0| b=2
e 0 0o 0 0| c=3
g 0 0o 0 4| d=4 =
o 0 0 0128 | e =5
] N ’

Fig: 4(b) Classification Output
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(d) Analysis of Results

We employed four performance measures: Precision, Recall Measure and ROC Space, F-Measure.
Confusion matrix is obtained to calculate the four measures.

These are calculated as follows:

Recall=TP/ (TP+FN)

Precision=TP/ (TP+FP)

F-Measure= (2*TP)/(2*TP +FP+FN)

TP: cell denoting number of samples classified as true while they are true
TN: cell denoting number of samples classified as false while they are false
FN: number of samples classified as false while they are true

FP: number of samples classified as true while they were actually false

In this analysis precision rate is 0.94 and correctly classified instances are 96.97%.

CONCLUSION

In this paper, we have discussed Data Mining classification method which classifies different sets of
doctors who gives importance to effectiveness of drugs prescribed to the patients. In this analysis, it has
been observed that precision rate is high and high percentage of correctly classified instances. Thus this
parameter is highly important for doctors while prescribing drug.
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